
Problem

Reconfigurable hardware offers massive spatial 
parallelism. However, mapping of heterogeneous 
stencil computation by hand while maximizing 
temporal locality is difficult.

We introduce StencilFlow, an end-to-end analysis, 
optimization and code-generation stack built on the 
DaCe framework:

 Enables generation of complex high-performance 
stencil programs from high-level DSL input

 Reaching highest recorded single and multi device 
performance on Stratix 10

Proposed solution
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Results

Comparison to hand-tuned code and other frameworks. Deep pipeline performance (scalar/vectorized) and bandwidth.

Open Source

StencilFlow and DaCe are both available free and   
open source on github.com/spcl/{stencilflow, dace} 

Case Study: Horizontal Diffusion

Horizontal diffusion benchmark. *without memory bandwidth constraints

Complex dataflow graph 
of a horizontal diffusion 
stencil program used in 
numerical weather 
prediction models.
StencilFlow achieves 
perfect temporal reuse 
by mapping it to spatial 
hardware.

End-to-end Workflow


